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Abstract

A College Board-sponsored survey of a nationally rep-
resentative sample of 1995-96 SAT® takers yielded a
data base for more than 4,000 examinees, about 500 of
whom had attended formal coaching programs outside
their schools. Several alternative analytical methods
were used to estimate the effects of coaching on SAT I:
Reasoning scores. The various analyses produced some-
what different estimates. All of the estimates, however,
suggested that the effects of coaching are far less than is
claimed by major commercial test preparation compa-
nies. The revised SAT | does not appear to be any more
coachable than its predecessor.

Effects of Coaching on
SAT" I: Reasoning Scores

“New SAT proves more coachable than old,” pro-
claimed the January 8, 1995, edition of the Philadelphia
Inquirer. Undoubtedly, this announcement also ap-
peared in some form in other major newspapers. The
assertion is, however, altogether inconsistent with
changes that have been made to the SAT I: a greater em-
phasis on critical reading, the elimination of antonym
guestions to measure vocabulary, a reduction in the
number of analogy items, more generous time limits,
and the use of some math questions that require exam-
inees to construct (rather than choose) answers. For a
variety of reasons, all of these modifications should, if
anything, render the revised SAT less coachable! than its
predecessor. Nonetheless, two of the major purveyors
of commercial coaching currently boast (on their Web
sites) of large average score increases (verbal and math
combined):

« 120 points by the Kaplan Educational Centers
Nov. 26, 1997
www.kaplan.com/precoll/courses.html

» 140 points by the Princeton Review
Nov. 25, 1997
www.review.com/college/sat/satCourse.efm

1. “Coaching” can take many forms ranging from short-term
cramming and practice aimed solely at honing test-taking skills
to long-term instruction focused on the development of knowl-
edge and abilities (Cole, 1982; Anastasi, 1981; Messick, 1982).
We have sidestepped the definition of coaching here by simply
considering it to entail any and all activities conducted in special
preparation programs offered to students outside their schools.

The appeal to test takers is reinforced by Princeton Re-
view’s guarantee of 100-point increases and by Kaplan’s
claim that 28 percent of its students improve by at least
170 points upon retesting. Other companies make sim-
ilar claims.

To date, however, coaching companies have, to our
knowledge, documented their claims only by surveying
previous customers to ascertain score changes after
coaching. Although sometimes verified by prestigious
accounting firms, these survey results do not constitute
scientific studies. At a minimum, it is necessary to com-
pare these score changes with those exhibited by un-
coached test takers, who, for a variety of reasons (test
practice, regression effects, and real growth in the abil-
ities measured by the test, for instance) also show im-
provements upon retesting. As documented elsewhere
(e.g., Powers, 1993), studies published in scholarly jour-
nals simply do not support current claims about the ef-
fectiveness of coaching for the SAT: in total, the average
reported effect for the Princeton Review and for the
Kaplan Educational Centers, for example, is about
25-40 points on the verbal and math portions of the
SAT—less if only the best designed studies are used to
gauge impact. All of this evidence, however, was col-
lected for the pre-1994 version of the SAT, not the revi-
sion that was introduced in April, 1994. Therefore, as
pointed out in a special report on the new SAT (College
Board, 1994), until there is carefully controlled re-
search, no one will know for certain whether or not the
new test is more or less coachable than the old one. The
primary aim of the study reported here was to estimate
the effects of commercial coaching on the revised SAT,
now known as the SAT |: Reasoning Test and hereafter
referred to as the SAT I.

Method

Sample

The source of data for the study was a survey of 1995-
96 SAT | test takers, undertaken to update prior esti-
mates of students’ involvement in SAT | test-preparation
activities, including commercial coaching (Powers,
Preparing for the SAT I: Reasoning Test—An Update).
The survey involved a stratified random sample of some
6,700 SAT I registrants—1 in every 200 seniors who reg-
istered for the October, November, or December 1995
SAT | administrations, and 1 in every 200 juniors who
registered for the May or June 1996 administrations. An
analysis of replies from some 4,200 respondents, about



63 percent of the initial sample, revealed that nearly 12
percent attended coaching programs offered outside
their schools. A total of 220 examinees reported that
they had attended a program given by one of two major
test-preparation firms, and 287 had attended some other
formal programs conducted by other companies, other
organizations, or colleges and universities.

Data

Besides information about students’ test-preparation ac-
tivities (e.g., which of a variety of activities they had en-
gaged in, and, for coaching programs, the name of the of-
ferer, the duration of the program, and the dates of
enrollment), we also collected a variety of other informa-
tion about survey respondents. This information included:

« test takers’ evaluations of their earlier test scores as
estimates of their abilities (pretty good, somewhat
low, or much too low);

« test-takers’ accounts of how nervous they were when
taking the test (extremely, very, somewhat, slightly,
not at all);

« test-takers’ estimates of how important it was to at-
tain good scores on the SAT | (extremely, very,
somewhat, slightly, not at all); and

« test-takers’ reports of the colleges that they re-
garded as their “first choices.”

To make use of the information about test takers’
first-choice colleges, we obtained information from SAT
| test files about the SAT I scores of students applying to
these schools. Specifically, for each of the approxi-
mately 1,800 different colleges and universities men-
tioned by study participants as their first choices, we re-
trieved the mean SAT | verbal and math scores for 1997
college-bound seniors who requested ETS to send their
scores to these institutions.

Test score histories for all survey respondents were
obtained from test score files. Information included the
dates of, and performance on, the PSAT/NMSQT, the
SAT, and the new SAT I. Along with test scores we also
retrieved examinees’ responses to the Student Descrip-
tive Questionnaire (SDQ), which all SAT | takers are
asked to complete when they register to take the test.
This questionnaire provided a variety of information
about students’ backgrounds and experiences. For our
purposes, the most important elements were:

« years of study in each of several major areas (art
and music, English, foreign languages, mathe-
matics, and natural sciences)

= average grades for courses in each subject area
= overall cumulative grade average

« most recent rank in high school

« educational aspirations

« best language (English or other)

= parents’ education and income

« ethnicity

® SEX

Interest in these particular variables stemmed from
their potential relationship both to SAT | scores and to
participation in coaching programs. Without control-
ling for each of them (and thus the variables for which
they may be proxies), it is not possible to obtain cred-
ible estimates of the impact of coaching. Even with such
control, however, the results of our analyses would not
be entirely unequivocal. Other (potentially numerous)
important but uncontrolled differences between
coached and uncoached test takers could make
coaching appear to be more (or less) helpful than it re-
ally is. Nonetheless, the availability of several variables
that relate strongly to SAT | scores should serve to re-
duce dramatically any effects of self-selection to
coaching programs. Scores on the PSAT/NMSQT and
on any prior SAT were anticipated to serve this function
especially well.

Because much of our data was based on student self-
reports, we recontacted a sample of 350 respondents
approximately two weeks after receiving their responses
to our test preparation survey. For this follow-up, we
re-asked some of the initial survey questions in order to
assess, if not the validity of student reports, at least their
consistency. With respect to participation in coaching
programs, for example, 96 percent of 139 follow-up re-
spondents were consistent in their initial and subse-
quent responses regarding attendance at coaching
courses.

Data Analyses

Initially, we identified a few carefully selected individual
cases in order to make one critical point. Although
sometimes thought to reflect the value of coaching,
anecdotal accounts are, at best, insufficient and, most
likely, very misleading estimates of the impact of
coaching.

Next, we examined the simple raw gains (and losses)
made by coached students and, subsequently, compared
these changes with those exhibited by uncoached test



takers. Finally, we employed a variety of more sophisti-
cated analytic methods to account for the fact that, as
will be shown, coached and uncoached students differed
systematically with respect to a variety of characteristics
that are related to SAT | scores. These systematic dif-
ferences are themselves of interest because they illumi-
nate the bases on which students decide to enroll in
coaching courses.

With regard to the more elaborate statistical analyses,
two distinct approaches were followed. The first in-
volved the use of analysis of covariance-related proce-
dures; the second a variety of matching procedures. In
some cases, both kinds of procedures were combined.
The second strategy entailed the use, as comparison
groups, of subsets of uncoached students who closely
matched the backgrounds and other characteristics of
coached test takers. These comparison groups were es-
tablished with the aid of matching procedures such as
those discussed by Rosenbaum (1995). Coached and
(matched) uncoached groups were then compared with
respect to their SAT | performances, with appropriate
covariates included in order to maximize precision.

In all, six different formal computational models
were used to derive estimates of the effects of coaching,
both for all coached students and for those who at-
tended major commercial coaching programs—those
offered by each of two major test preparation compa-
nies and by all other programs combined. “Raw”
changes in test scores were also compared for coached
and uncoached examinees. (Except for lower precision,
this analysis should agree, at the means at least, with the
results of a repeated measures analysis.) We felt that the
“real” coaching effects should lie within the range of es-
timates computed from the various methods. For all
analyses we used only control variables that were an-
tecedent—either logically or temporally—to decisions
to attend coaching programs. Attending coaching pro-
grams did not therefore affect examinees’ standing on
them. Thus, their use as control variables could not in-
crease any existing bias in the estimates of coaching ef-
fects. These variables included such demographic and
background characteristics as sex, ethnicity, parental
education, course-taking histories, high school grades,
and earlier test scores.

To the extent that not all relevant variables have
been observed, measured, and included in the various
analyses, coaching effects will be underestimated, pro-
vided that unobserved variables relate in the same way,
say positively, both to SAT | performance and to par-
ticipation in coaching programs. Effects will be overes-
timated if relevant unmeasured control variables relate
in opposite ways to SAT performance and to participa-
tion in coaching.

Analytical Models

Several different alternative procedures were used to an-
alyze the data. We have not attempted to provide de-
tailed descriptions of these procedures. Instead, we have
provided references for the reader who may be inter-
ested in more information about the methods.

Model 1: Repeated measures. The first model employed
was a simple repeated measures (RM) design. Only ear-
lier SAT 1 scores (or PSAT/NMSQT scores) were used
as the control variable. Thus, this design assumes that
all “selection bias™ is completely captured in the ob-
served between-group differences in precoaching test
score means. The model provides only a baseline com-
parison rather than a serious estimate of the effects of
coaching. For this model, we included only test takers
who had either previous SAT | scores or PSAT/NMSQT
scores. (When both scores were available, we used SAT
I scores.) Selection bias as used here refers to the fact
that treatment status (i.e., membership in the coached
or uncoached groups) is related to both measured and
unmeasured characteristics (ability level and motiva-
tion, for example) that may themselves be related to
treatment outcomes (Barnow, Cain, and Goldberger,
1980; Murnane, Newstead, and Olsen, 1985). Selection
bias is of concern whenever the assignment to treatment
and control groups is nonrandom (as is the case here)
and/or is nonrandom conditional on the observable
control variables that are used in the computational
model.

Model 2: Analysis of covariance. The second computa-
tional technique reported here, the analysis of covari-
ance (ANCOVA), makes the strong assumption that
conditioning on covariates (i.e., adjusting for between-
group differences) can render the coached and un-
coached groups equivalent, as if there had indeed been
random assignment to groups. The supposition here is
that all relevant control variables have been included in
the ANCOVA model and thus the analyses will yield
unbiased estimates of the effects of coaching.

The assumption underlying the repeated measures
model is that between-group differences in pretest
scores completely capture any between-group differ-
ences on all other unmeasured variables that are related
to self-selection. The ANCOVA model, on the other
hand, does not make this assumption. Instead, it bases
its adjustments on a total of nine covariates—two
“dummy” variables indicating race/ethnicity (Asian, un-
derrepresented minority, and white), earlier test scores
in math and verbal, father’s education, high school
GPA, math grades (in the math equation), social science
grades (in the verbal equation), and a variable reflecting
the difference between an examinee’s SAT | pretest



score (either verbal or math) and the mean SAT | score
of applicants to the examinee’s ““first choice” college.

Model 3: Instrumental variable selection. The third
method used here, the instrumental variable selection
model (IVSM), was suggested by Barnow, Cain, and
Goldberger (1980) for use in program evaluation. The
IVSM attempts to correct for unmeasured selection ef-
fects by using information from two equations—the se-
lection equation and the estimation equation. This
analysis used the same variables as used for the AN-
COVA model. Greene’s (1992) Limited Dependent Vari-
ables computer program (LIMDEP) provided a way to
implement the procedure. Although economic statisti-
cians, particularly Heckman (1979), have devoted
considerable attention to the development of methods to
estimate and control for selection bias, there have been
few applications of these procedures in educational re-
search. Some notable exceptions are discussed by Mur-
nane et al. (1985). Other economic statisticians, e.g.,
Greene (1981, 1997), Barnow et al. (1980), Olsen
(1980), and Murnane et al. (1985), have contributed fur-
ther to the early developmental work of Heckman. The
variation of the original Heckman model that was used
here, the IVSM approach, was suggested by both
Barnow et al. (1980) and Murnane et al. (1985) to ob-
tain not only plausible effect estimates in the presence of
selection bias, but also unbiased estimates of the stan-
dard errors of these effects. Obtaining computationally
efficient and unbiased estimates of the standard errors of
treatment effects has proven to be difficult in much of
the early work using the Heckman models. The latter ac-
complishment therefore represents a significant advance.

Model 4: Heckman model. The “pure” Heckman
model, like the two-equation IVSM discussed above, as-
sumes that the treatment model is incompletely specified
because of two critical unmeasured variables. The first
can be defined as the pretreatment “true ability” to
achieve the outcome (Barnow et al.,1980); the second
describes who was assigned to treatment and control
groups. If an observed variable, say ““t,” were the only
variable used to assign individuals to groups, then an
unbiased estimate of the treatment effect could be ob-
tained even without an accurate measure of *“true
ability.” With random assignment, there would be no
need to include a measure of “t” as a covariate in the
outcome equation, since it would be uncorrelated with
treatment status. Unfortunately, in naturalistic experi-
ments such as this coaching study, precise measures of
“t” are not available. Typically, therefore, a composite
variable “t” is formed to predict who is treated and who
is not. This model of the selection process, known as the
selection equation, is the first of two equations of in-
terest. Unfortunately, except when individuals are as-

signed to treatments either randomly or on the basis of
some known observed variable, this equation is typi-
cally specified only incompletely. Usually, only proxies
for “true ability,” which we will call ““w,” are available.
That is, typically neither “w’ nor “t” is completely
specified, as is the case for the situation we have in this
coaching study. Thus, there is error in both “w” and
“t,”” which in turn is likely to be correlated. It is neces-
sary, therefore, to apply certain restrictions in order to
purge the treatment effect, “z,”” in our second equation,
i.e., the structural or outcome equation for the coaching
effect, from any preexisting group differences in “w.”

The Heckman model assumes that the errors from
the two equations are normally distributed and derives
a theoretical function (the so-called mills ratio) using,
from the selection equation, the estimated probability of
selection (i.e., being coached) and the information on
who is actually coached. The validity of this derivation
requires strong normality assumptions with respect to
the two error distributions in the population. Assuming
that the relatively strong assumption of normality of er-
rors is correct, then the mills ratio can be entered into
the outcome equation as an additional predictor. In
theory, the use of this variable will purge the treatment
estimate of the biasing effect of the correlated errors
from the two equations. Although the parameter esti-
mates in the Heckman model are believed to be consis-
tent if the assumptions hold, the standard errors are not
generally correct. The procedure employed here to esti-
mate the Heckman model uses a maximum likelihood
solution (Greene, 1997), which yields the correct stan-
dard errors. More technical details for the Heckman
procedure are given in Appendix A.

Model 5: Propensity matching. The propensity
matching model (PMM), suggested by Rosenbaum and
Rubin (1983), uses the predicted probability from a
probit equation to “match” students from the coached
and uncoached groups on their relative probability of
being coached. The objective here is to match (a) the
distributions of the probability of being coached for stu-
dents in the coached group with (b) a similar distribu-
tion of probabilities from the noncoached group. To the
extent that this is possible, then the effects of self-selec-
tion bias can be reduced, if not eliminated. To work,
this method typically requires a large reservoir of un-
treated (here, uncoached) students, from which a sub-
sample can be identified that matches the probability
distribution of treated (i.e., coached) students. How-
ever, even a large reservoir of uncoached students,
which would facilitate good matches to coached exam-
inees, does not guarantee that self-selection bias can be
eliminated completely, as matching can be performed
only on the basis of those variables that have been mea-



sured. As with other models, there may be numerous,
relevant unmeasured variables related to self-selection
into the coaching group that are not be considered in
the analysis. This is clearly the case here, because most
of the available background and ability variables (the
same as those used for the ANCOVA and IVSM
analyses) showed relatively modest relationships to de-
cisions to attend coaching programs.

In the application used here, a nearest-neighbor
matching procedure was implemented, where the
nearest neighbors from above and below a given
coached individual’s probability were selected as
matches for that individual. In a few cases only one
nearest neighbor was chosen, if one of those was not
sufficiently close. Before the matching was carried out,
the average estimated probability of being coached (for
those individuals who had actually been coached) was
.21. These average probabilities are based on estimates
from the probit selection equation. The average esti-
mated probability of being in the coached sample for
those who were actually in the uncoached sample was
.10. After matching was carried out, the average esti-
mated probability of an uncoached student being in the
coached sample was .18, suggesting a considerable re-
duction in potential bias following the matching. Our
model of the selection process left much to be desired,
however. Although the prediction of who would be
coached was statistically significant, it was not, on the
basis of the available background and ability variables,
very accurate. Like the IVSM, the propensity model
matches only on observed variables, but unlike the
IVSM, it includes no mechanism for dealing with corre-
lated error that results from a failure to include relevant
variables in the selection equation and that may bias the
coaching effects equation. Also, by its nature, the PMM
significantly reduces sample sizes.

The third, fourth, and fifth methods used here, the
IVSM, the Heckman, and the PMM, share one feature:
They all entail modeling the selection process to control
selection bias. Each method also requires the estimation
of two equations. The first, a probit equation, attempts
to predict from background, ability, and other mea-
sures, a student’s membership in the coached versus the
uncoached groups. Then, each method uses the esti-
mated probability of membership, or a transformation
of it, in a second step. The instrumental variable selec-
tion model (IVSM) uses this probability estimate as an
instrumental variable in the second stage of a two-stage
least squares procedure (Greene, 1981; Barnow et al.,
1980). The PMM uses this estimate as a one-dimen-
sional matching variable. The objective in the IVSM ap-
proach is to purge the explanatory variable of interest
(i.e., the indicator of whether the student was coached

or not) of possible selection bias due to correlated errors
between the first (i.e., modeling) equation and the
second (i.e., coaching effects) equation. If the residual
(error) from the modeling equation is positively corre-
lated with both SAT | performance on retesting and
self-selection into the coaching group, ordinary least-
squares, single-equation approaches to estimating
coaching effects, e.g., analysis of covariance, will over-
estimate coaching effects (Greene, 1997).

Model 6: The Belson model. The sixth method used to
estimate coaching effects was the so-called “Belson
model.” This method, which entails making adjust-
ments on the basis of only the control-group regression
equations (Belson, 1956), yields an estimate of
coaching/self-selection when effect sizes are correlated
with covariates. The approach has been recommended
for situations in which the comparison group is much
larger than the treatment group, as it was in our data set
(Cochran, 1969). It also avoids some of the assumptions
on which ANCOVA is based.

This procedure was used by Stroud (1980) in a re-
analysis of data from a study of the effects of commer-
cial coaching that was sponsored by the Federal Trade
Commission (Sesnowitz, Bernhardt, and Knain, 1982),
and later by Powers (1985), for a study of the effects of
coaching for the GRE Aptitude Test. Here, this ap-
proach entailed the prediction of SAT | scores from the
variety of background data, including previous test
scores, that were available. These regression equations
were established on the basis of only those examinees
who did not attend coaching programs. Next, these
baseline equations were used to predict the expected
SAT 1 scores of each coached test taker as if he or she
had not been coached, given his or her standing on each
of the predictor variables. For each coached test taker,
the effect of coaching (or, more precisely, the combined
effect of coaching and self-selection to attend coaching)
was defined as the difference between the actual (post-
coaching) SAT | score and the score predicted from the
regression equations based on uncoached students.

Initial input for all regression equations was a missing
data correlation matrix based on all available variables
for the uncoached sample. Only variables that correlated
with both SAT | scores and with attendance at coaching
programs were used in the analyses. Next, a total of 11
distinct patterns of data were identified for coached test
takers. For instance, some coached examinees had only
PSAT/NMSQT scores and no other background data,
some had information for all variables, and so on.
PSAT/NMSQT scores and/or previous SAT | scores—by
far the best predictors of latter SAT | scores—were
available for all but 60 coached test takers. Using data for
uncoached students only, a regression equation was



TaABLE 1

“Case Histories” for 10 SAT | Takers

Case Early Test Results Intervening Test Preparation Later SAT Results “Effect”
PSAT/NMSQT SAT First Second
\ M \ M Coached Test Takers \% M \4 M \% M
1 47(0) 52(0) 380 460 Coached by major company 470 570 +90 +110
10/94 1/95 4/95-6/95 6/95
2 60(0) 57(0) 640 650 Coached by major company 620 620 -20 -30
10/94 4/95 8/95-9/95 10/95
3 57(0) 59(0) 550 710 Coached by major company 550 720 0 +10
10/94 4/95 9/95-10/95 10/95
4  51(0) 59(0) Coached by major company 480 540 510 590 -30,0 -50, 0
10/94 3/95-6/95 6/95 10/95
5 67(0) 77(0) Coached by major company 650 700 670 710 -20,0 -70,-60
10/94 3/95-5/95 5/95 10/95
Uncoached Test Takers
6 360 440 Used Taking the SAT and 510 520 +150 +80
12/94 other test prep. materials 10/95
7 56(0) 55(0) 430 490 Nothing except take the 590 540 +160 +50
10/94 1/95 PSAT/NMSQT and SAT as 10/95
practice
66(0) 69(0) 570 670 Read Taking the SAT and 670 800 +100 +130
10/94 5/95 reviewed math and English 10/95
coursework on own
9 670 560 Nothing except take the 670 560 0 0
5/95 SAT for practice 11/95
10 340 400 Used test prep. books and 280 350 -60 -50
4/95 received special test prep. 10/95

in class

Note: Multiple entries for “effects” indicate changes for first and second retests.

computed for each of these patterns to establish SAT |
score expectations for each of the 11 different subsam-
ples of coached test takers. In total, 469 coached stu-
dents fit one of the 11 patterns. A total of 31 test takers
who had neither precoaching test scores nor background
data were excluded from the analyses.

Baseline regression equations provided very good
predictions of latter SAT | scores. For SAT | verbal
scores, multiple Rs ranged from .88 to .93 for all pat-
terns for which PSAT/NMSQT or earlier SAT | scores
were available. For two patterns for which only back-
ground and questionnaire data were available, the mul-
tiple Rs were .59 and .66. For SAT | math scores, the
corresponding multiple Rs ranged from .87 to .94 when
earlier test scores were available, and .67 and .72 when
they were not.

After individual effect estimates (i.e., differences be-
tween actual and predicted SAT | scores) were com-
puted for each coached test taker, they were combined
over all patterns of data. Mean effects were calculated
for each of the three major categories of coaching
courses, i.e., for each of two major coaching companies,
and for all other kinds of courses combined. Finally, in-
dividual effect estimates were correlated with each
background and questionnaire variable, and with ear-

lier test scores, to ascertain if coaching may have been
more effective for some kinds of test takers than others.

Results

Case Studies

Table 1 presents histories for 10 SAT | takers in our
study. These cases were purposely selected to illustrate
several points:

= Some test takers are remarkably consistent in their
performance on the SAT | over time. For example,
one SAT | taker shown in Table 1 (Case 9) obtained
exactly the same SAT | verbal and math scores on
two separate occasions five months apart. Most ex-
aminees, however, are much less consistent.

e There are indeed coached test takers who show
dramatic score improvements after being coached.
Case 1, for instance, shows a total increase of 200
points when June 1995 SAT 1 scores are compared
to scores earned six months earlier, prior to



coaching. (The computed gains—a total of 50
points—are less impressive, however, when earlier
PSAT/NMSQT scores are used as the precoaching
baseline.)

* Not all coached students exhibit dramatic im-
provements. Some (Case 3, for example) show little
or no improvement after participating in coaching
courses. Still others (Cases 2, 4, and 5) seem to lose
ground.

e Some uncoached students also display large in-
creases upon retesting, even with little intervening
preparation. Cases 6 and 8, for instance, each show
a total increase of 230 points upon retesting (either
5 or 10 months later). These test takers reported
that they prepared by reading the College Board’s
test familiarization, Taking the SAT I: Reasoning
Test, and either reviewing math and English course
work or using other test preparation materials.

In summary, the cases discussed above illustrate a va-
riety of possible outcomes with respect to the effects of
coaching (or the lack of it). It is probable, however, that
the experiences of some examinees (Case 1, for in-
stance) exert an undue influence over other test takers’
perceptions of the usefulness of coaching. This conjec-
ture is consistent with the tendency of decision makers
to weigh confirmatory evidence more heavily than
equally relevant disconfirmatory evidence (Wason and
Johnson-Laird, 1972). Of all the cases we have selec-
tively marshaled here, the one that may stand out is the
single instance illustrating a substantial improvement.

Score Changes?

As noted above, the case histories we chose to make our
point—that examining individual cases is at best insuf-
ficient and probably misleading—were by no means
randomly selected, or even remotely representative of
the study sample. Examining the test score changes of
all test takers in our sample who took the SAT | and ei-
ther the PSAT/NMSQT or the SAT | previously revealed
that

e 12 percent of 427 coached examinees improved
their SAT | verbal scores by 100 points or more
upon retesting (mean gain = 29, sd = 59)

2. For what we will refer to as raw score changes, we have used
earlier SAT | scores, if available, as a baseline. If not, we have
used PSAT/NMSQT scores, to which we have added a zero as
the final digit in order to make them comparable to SAT | scores.
This technique has also been used in several of the other analyses
that employ precoaching test scores.

= 16 percent made equally large increases on the SAT
I math exam (m = 40, sd = 58)

In contrast,

« 8 percent of 2,773 uncoached test takers improved
by 100 or more points when retaking the verbal
test (m = 21, sd = 52)

= 8 percent also improved by this much on the math
test (m = 22, sd = 51)

But, for 36 percent of coached (and 38 percent of un-
coached) examinees, SAT | verbal scores either de-
creased or remained exactly the same upon retesting.
For the math portion, 28 percent of coached (and 37
percent of uncoached) examinees either made no im-
provement or else decreased upon retesting. With these
data, the picture becomes somewhat clearer: Coached
students were somewhat more likely than their un-
coached counterparts to exhibit large score increases on
both portions of the SAT I. However, examinees in both
groups were much more likely to show no increases (or
decreases) than they were to make large increases.?

TABLE 2

Mean Pre-SAT 1, Post-SAT |, and Gain Scores for All
Coached and Uncoached Examinees
Test

Group Pre Post Gain
Verbal

Coached (n = 427) 500 (92) 529 (97) 29 (59)

Uncoached (n = 2733) 506 (101) 527 (101) 21 (52)
Math

Coached (n = 427) 521 (100) 561 (100) 40 (58)

Uncoached (n = 2733) 505 (101) 527 (101) 22 (50)

Note: Standard deviations are in parentheses.

In short, it is inadequate to estimate the effects of
coaching on the basis of simple score changes for
coached students only. However, though more defen-
sible, even comparisons of score changes for coached
and uncoached students, as shown in Table 2, are not
entirely satisfactory either. As we will show next,
coached and uncoached students differ with respect to a
variety of characteristics, any one of which can con-
tribute to biased estimates of the effects of coaching. To

3. By comparison, the 419,000 students who tested as juniors in
the spring of 1996 and again as seniors in the fall of 1996 im-
proved their verbal scores by an average of about 12 points and
their math scores by about 16 points. About 4 percent improved
their verbal or math scores by 100 points or more (College
Board, 1997).



TABLE 3

TABLE 3 continued

c ot 2
Demographic and Background Characteristics of izzr:?s";ij;\lMSQT o Coached  Uncoached 3
Coached and Uncoached Examinees (as indicated on SD(S)) 92 84 23.0*
Characteristic* Coached Uncoached ¥ Years Studied Various Subjects (Mean) E
Female (%) 59 59 0.0 Arts and music 1.9 1.8 2.1
Ethnicity (%) English 3.8 3.7 0.2
American Indian 1 1 Foreign languages? 3.1 2.8 54.4*
Asian American 21 8 Mathematics? 3.7 36 13.9*
African American 1 9 Natural sciences® 3.4 3.3 7.6*
Mexican American 3 4 89.7* Social science/historys 34 3.3 3.2
Puerto Rican 0 1 Mean SAT Scores at First-Choice Colleges
Other Hispanic 3 3 SAT-V 552 525 4.3*
White 58 72 SAT-M 566 533 3.2*
Other 4 3 Mean PSAT/NMSQT Scores (sds)
Best Language (% English) 95 98 18.2* Verbal 51.0 (9.1) 50.7(10.0) 0.6
Eather’s Education (%6) Math 51.9 (10.1) 49.7 (10.0) 15.7*
High school or less 13 26 Pre-SAT Score Means (sds)

Some college, A.A., B.A. 40 49 116.2* Verbal 487 (97) 512 (101) 11.5%
Some graduate school or degree 47 25 Math 522 (103) 518 (97) 0.2
Mother’s Education (%) 1. ns range from 388 to 520 for coached students and from 2396 to

High school or less 18 31 3556 for uncoached students. For pre-SAT scores, however, the ns were
Some college, A.A., B.A. 49 51 89.6* 198 and 1496 for coached and uncoached examinees, respectively.
Some graduate school or degree 34 18 2. Coached students were significantly more likely (p < .05 or higher)
Parents’ Income (%) than uncoached students to have studied Chinese, Greek, Hebrew,
Less than $40,000 23 39 Italian, Japanese, Korean, Latin, Russian, Spanish, but not French.
$40,000 - $80,000 34 43 156.0* 3. Coached students were significantly more likely (p < .05 or higher)
More than $80,000 43 18 to have studied trigonometry, pre-calculus, calculus, and computer
GPA (%) math, but not algebra or geometry.
A- to A+ 46 11 4. Coached students were significantly more likely (p < .05 or higher)
B to B+ 45 48 25 o to have studied chemistry, physics, and other science courses, but not
C+ or lower 9 1 biology or geology/earth/space science.
5. Coached students were significantly more likel < .05 or higher
Dﬂlﬁ’;ﬁ)less 15 25 tc_) have studied U.S. history,gwqud hi);tory, Euror))/eg; history, a_mgcien)t
history, anthropology, economics, geography, psychology, sociology,
Master’s or higher 69 55 36.2* and other social science/history, but not government/civics.
Undecided 16 20

*p < .01

reiterate, if coached students differ from their un-
coached counterparts on characteristics that relate to
SAT | performance, then estimates will be inaccurate—
either too high or too low.

Who Seeks Coaching?

Tables 3 and 4 reveal the many ways in which all coached
and uncoached test takers in the study sample differed
from one another. In short, according to Table 3,
coached and uncoached students differed with respect to:

« ethnicity (coached students were more likely to be
Asian American)

« best language (coached students’ best language was
slightly less likely to be English)

« parents’ education (coached students’ parents had
more formal education)

= parents’ income (coached students came from more
affluent families)

« grades (coached students had slightly higher grades
in high school)

 degree goals (coached students had slightly higher
aspirations)

= previous test taking (coached students were more
likely to have taken the PSAT/NMSQT)

= course-taking history (coached students had taken
slightly more years of foreign language, mathe-
matics, and science)

« previous test scores (coached students had slightly



TABLE 4

Test Preparation and Test Reactions of Coached and Uncoached Examinees

Characteristic Coached Uncoached ¥
Test Preparation (%)
Read Taking the SAT 57 58 0.4
Tried sample test 51 51 0.1
Got College Board’s Real SATs 21 9 81.2*
Got College Board’s Intro. the New SAT 9 6 11.7*
Got College Board’s video Inside the SAT | 0.3
Got other test prep books 62 28 239.9*
Got special SAT prep in class 39 32 9.3*
Attended special prep given by school 19 18 0.5
Tutored privately 15 5 75.0*
Used test prep software 26 18 18.8*
Used study aids 49 21 186.5*
Accessed test prep online 1 1.8
Used videos or related resources 0.0
Reviewed material from math courses on own 35 39 3.6
Reviewed material from English courses on own 30 33 1.9
Previously took the PSAT/NMSQT 88 80 18.3*
Previously took the SAT | 73 54 73.2*
Other 16 12 7.3*
Perception of Most Recent Previous SAT or PSAT/NMSQT Scores
Pretty good estimates of my abilities 20 32
Somewhat too low compared with my abilities 54 50 45.7*
Much too low compared with my abilities 26 18
Nervousness Taking Most Recent SAT |
Extremely nervous 13 8
Very nervous 22 15
Somewhat nervous 31 29 34.9*
Slightly nervous 20 26
Not at all nervous 13 21
Importance of Good SAT Scores
Extremely important 52 40
Very important 37 41
Somewhat important 10 17 29.8*
Slightly important 1 2
Not at all important 0 1

Note: For coached examinees, ns ranged from 397 (for perception of most recent previous scores) to 534 (for test preparation). For uncoached

examinees, comparable ns ranged from 2782 to 3733.
*p<.01

higher PSAT/NMSQT math scores and slightly
lower precoaching SAT | verbal scores)

« college choices (coached students listed as their
“first choices,” colleges whose applicants had
higher mean SAT 1 scores)

Also, as Table 4 reveals, in addition to attending
coaching programs, coached students were more likely
than uncoached students to have prepared for the SAT
I in a variety of other ways. They were about twice as

likely to have used study aids and to have obtained the
College Board’s book of practice tests, Real SATSs, as
well as other test preparation books. They were also
slightly more likely to have tested previously and to
have used a number of other test preparation resources.

Coached students also reported more often than un-
coached students that they regarded their most recent
previous PSAT/NMSQT or SAT | scores (i.e., those
earned before the test they had just taken) as serious un-
derestimates (“much too low’) of their abilities. Un-
coached students were more likely to report that their



TABLE 5

Effects of Coaching (All Programs) Based on Alternative Models of Analysis

SAT 1 Verbal SAT | Math
Mean Standard Mean Standard
Analysis Model n Coached Effect Error Effect Error
Propensity matching model (PMM) 233 6 5 15** 4
Instrumental variable selection model (IVSM) 235 6 4 16** 3
Analysis of covariance (ANCOVA) 235 6 4 18** 3
Comparison of raw changes (RC) 427 8** 3 18** 3
Repeated measures (RM) 427 8** 3 18** 3
Belson model 469 8 9 26** 9
Heckman model* 237 12** 4 13* 6

Note: The ns for the uncoached comparison groups were 309 for the PMM, 1659 for IVSM, ANCOVA, and Heckman, 2733 for RC and RM,
and 3494 for Belson. The total group analyzed here included 22 to 34 examinees (for the various models) who attended college- or university-
based coaching programs. Because of the small number, these examinees were not included in subsequent analyses of major programs.

*p <.05, **p <.01

T The Heckman model tends to be quite sensitive to what variables are included in both the selection and the structural equations. Part of this
sensitivity is due to the high colinearities between the estimates of the selection effect (lambda) and the dummy variable z. The estimates reported
in the table were based on the same selection and structural equation as used in the instrumental variable approach. Other Heckman models
characterized by different specifications yielded somewhat different estimates. The estimates of the coaching effects for mathematics varied from

13 to 18 while the corresponding estimates for verbal were 5 to 12.

TABLE 6

Effects of Coaching by Major Programs

SAT 1 Verbal SAT | Math
Mean Standard Mean Standard
Program/Analyses Model n Coached Effect Error Effect Error
Company A
ANCOVA 42 12 8 13 8
1IVSM 42 13 8 11 8
Raw change 76 14* 7 5 8
Repeated measures 76 14* 6 5 6
PMM 41 14 9 12 8
Belson 82 15 17 17 21
Heckman 42 19* 8 9 8
Company B
PMM 55 5 8 32** 7
IVSM 56 7 7 33** 7
ANCOVA 56 7 7 35** 7
Raw change 106 8 6 33** 6
Repeated measures 106 8 5 33** 5
Belson 113 9 17 38 25
Heckman 56 14* 7 31** 8
Other programs
IVSM 115 -1 5 11* 5
PMM 115 0 6 9 5
ANCOVA 115 0 5 13** 5
Raw change 213 4 4 15** 4
Repeated measures 213 4 4 15** 4
Belson 240 4 16 23 13
Heckman 115 5 5 8 8

Note: The ns for the uncoached comparison groups were 309 for the PMM; 1659 for IVSM, ANCOVA, and Heckman; 2733 for RC and RM;

and 3494 for Belson.
*p <.05, **p<.01



earlier scores were “pretty good” estimates. Finally,
coached students reported being somewhat more ner-
vous about taking the SAT, and they tended to place
more importance on getting good scores than did their
uncoached classmates.

Although all of the differences mentioned above are
statistically significant, they are, with few exceptions,
“small”” (or “small” to “medium”) in Cohen’s (1988)
terms. The only difference that can be considered as
“medium” to “large” concerns the greater likelihood of
coached than of uncoached examinees to obtain other
books on test preparation.

Estimates of Coaching Effects

Table 5 provides estimates, for each analytic model, of
*““coaching effects” for all coaching programs combined.
As is clear, the estimates do vary somewhat according
to method of analysis, both with respect to their size
and their precision. Some of this variation results, un-
doubtedly, not only from the different methods of
analysis, but also from the use of slightly different sam-
ples and sets of variables for each method. Nonetheless,
the effect estimates for SAT | verbal scores are remark-
ably consistent, ranging from 6 to 12 points; the range
of effects for math scores is 13 to 26 points.

As pointed out earlier, the various models were ex-
pected to yield somewhat different results. For the
repeated measures model, estimates are adjusted for
between-group differences in initial status on only
pretest scores. These estimates, therefore, may contain
more bias than other estimates. The assumption under-
lying the repeated measures model is that between-group
differences in pretest scores completely capture any
between-group differences on all other unmeasured vari-
ables that are related to self-selection.

For the ANCOVA model, the most important co-
variates in the estimation model (for SAT | math) were
earlier SAT | math scores, math grades, GPA, and the
difference between the earlier SAT | math score and the
mean SAT | math score at the examinee’s first choice
college. The important covariates in the verbal equation
were earlier SAT | verbal scores, the difference between
this score and the mean score at the first choice college,
and grades in social science courses. The inclusion of
additional control variables in the ANCOVA model, as
compared to the repeated measures model, led to only a
slight reduction in the estimated coaching effects for
SAT | verbal scores, but no change for math scores.

For SAT | verbal scores, the IVSM yielded overall es-
timates that were virtually identical to those obtained
for the ANCOVA model, suggesting that there was little
correlated error between the selection model equation

used in the first stage and the coaching effects equation
used in the second. This in turn suggests that the poten-
tial omission of relevant unmeasured variables may not
have been a major problem here. Also, the IVSM math
estimates were only slightly lower than the ANCOVA
estimates. This suggests the possibility of a slight corre-
lated error across the selection equation and the
coaching effects equation, which was adjusted by the
IVSM procedure but not by the single-equation AN-
COVA model. The reduction, however, was relatively
trivial, as the two methods produced essentially the
same results.

The propensity matching model yielded overall SAT
I verbal effect estimates that are virtually the same as
those computed from the ANCOVA and IVSM
analyses. The estimates for SAT | math scores are only
slightly lower than the ANCOVA and IVSM estimates.
Using a much larger portion of the cases, the Belson
model yielded verbal score effect estimates that are very
similar to the ANCOVA and IVSM results; the esti-
mates for math score effects, however, are the largest of
any that were computed.

In summary, if two outlier estimates are discounted
(i.e., the Belson model estimate for math scores and the
Heckman estimate for verbal scores), then, on average,
coaching seems to affect SAT | verbal scores by about
6-8 points, and SAT | math scores by about 13-18
points (or about twice as much as for verbal scores). By
commonly used standards (Cohen, 1988), these effects
can be regarded as small.

Table 6 shows a breakdown of results by major
coaching programs2# This analysis serves mainly to il-
lustrate the consistencies and differences among
methods of estimation. For example, for each offerer,
the Belson estimates tend to be larger than others, espe-
cially for math scores.

Differential Effects by Examinee
Subgroups

As stated above, one of the advantages of the Belson
model is that it enabled us to obtain estimates of
coaching effects according to examinee background

4. Because the effects of coaching on SAT | performance are small
for both of the major programs included in the study, and because
sample sizes did not permit separate estimates for the variety of
the other smaller companies, we have not identified the companies
in our analyses. The hope is that this will discourage the misuse of
our findings in ways that might provide a business advantage to
any one firm over the variety of other test preparation programs
and services, whose effects we were unable to estimate.



characteristics. Correlations of the individual effect
sizes (residuals) with examinee characteristics revealed
statistically significant, though slight, relations with sev-
eral variables. Effects for SAT | math correlated nega-
tively with PSAT/NMSQT math scores (r = .12,
p < .05), suggesting that initially lower-scoring exami-
nees may have benefited slightly more from math
coaching than did their higher-scoring counterparts.
Math coaching effects also correlated positively with
high school grades in both English (r = .14, p <.01) and
math (r = .12, p < .05) and with mean SAT | scores of
other test takers who applied to the student’s first-
choice college (r = .13, p < .05). Effects for SAT | verbal
correlated with number of years of English taken
(r = .13, p < .01), with grades in English (r = .16,
p < .01), with English best language (r = .11, p <.05),
and with both mother’s and father’s education (r = .12
for each, p < .05). Thus, there is some indication in our
data that some test takers may have benefited slightly
more than others from coaching. For instance, students
who had obtained good grades in their high school
courses seemed to benefit slightly more than students
who received lower grades. It seems plausible that the
same traits that enabled students to get good grades also
served them well in coaching classes. In any case, how-
ever, the size of any differential effects appears to be
quite small.

Appendix B gives, for selected methods of analysis,
estimates of coaching effects by gender, ethnicity, and
initial score level. As is clear, effects do not vary sub-
stantially according to these classifications. The only ex-
ception is that, as mentioned above, effects on math
scores appear to be greater for examinees who scored
low initially.

Discussion

The major limitation of the study described here is its
observational (or nonexperimental) nature: There was
no random assignment to treatments, the most effective
procedure for controlling differences between treatment
and control groups. In addition, although our initial
survey sample was representative of all SAT | takers, ex-
aminees on whom our analyses are based are less so, as
more than a third of the initial sample chose not to re-
spond. The major (known) effect of this nonresponse
was to render our study sample somewhat more able on

average (in terms of SAT | scores) than the population
of SAT | takers. Thus, there is slightly more uncertainty
in our estimates of coaching effects than our analyses
may suggest. Despite these shortcomings, we believe
that our controls were relatively effective in accounting
for most of the relevant preexisting differences between
coached and uncoached test takers, and that, at least for
the responding sample, our estimates are reasonably de-
fensible.

The major strength of the study, we believe, is its use
of “real” SAT scores, i.e., scores from actual opera-
tional administrations of the PSAT/NMSQT and SAT 1.
To generate precoaching baseline data, other coaching
studies have sometimes administered special editions
(“retired” or publicly disclosed forms) of the SAT |
under nonoperational conditions; still other studies
have administered “SAT-like” tests that, although
yielding scores corresponding to the SAT scale, were not
equivalent to the SAT I. The motivation of test takers
for these precoaching examinations has been called into
question, and in at least some studies, examinees appear
not to have been as motivated as if the test had actually
counted (Messick, 1980).

From the outset, we fully expected that, because they
were based on different sets of variables, on different
samples of examinees, and on different analytical
models, the alternative analyses described above would
lead to somewhat disparate estimates of the effects of
coaching. A willingness to entertain multiple estimates
is consistent, we believe, with Tukey’s (1996) advice to
be open to more than a single answer, depending on the
assumptions underlying the analyses, and with Rosen-
baum’s (1995) strategy of employing multiple control
groups. Our expectation, however, was that all of the
estimates generated in this study would be more defen-
sible (and probably substantially lower) than the raw-
gain-score “effects” based on only coached students as
reported by coaching companies.

Our expectations were confirmed. The various ana-
lytical models did yield estimates that were not entirely
consistent, though estimates were generally far less vari-
able than we had anticipated. As noted, there were sev-
eral likely reasons for the variation: the models rested
on different assumptions, employed alternative treat-
ments of missing data, used slightly different samples,
and made adjustments on the basis of different sets of
control variables. Nonetheless, despite the slight varia-
tion among the alternative estimates, two findings are
clear:



1. There is an effect of coaching, and as with the pre-
vious version of the SAT, the effect is larger for the
math than for the verbal part of the exam.

2. The variability among the estimates computed
here—21 to 34 points over all programs for verbal
and math scores combined—is far less than the
discrepancy between these estimates and the
claims made by the Kaplan and Princeton Review
programs, for example.

What accounts for the disparity between our compu-
tations and the assertions of the coaching companies?
Undoubtedly, the single most significant factor is the
way in which “effects” are calculated by coaching com-
panies. Score changes made by coached students—the
most often reported information—are simply not effects
at all. As asserted earlier, at the very least, some com-
parison is needed with the scores of uncoached test
takers, who also often improve upon retesting. Ac-
cording to Cook and Campbell (1979), the simple one-
group pre/post design, the basis for most claims about
coaching, is likely to be adequate only in very rare cir-
cumstances. Studies of coaching’s effect on SAT | scores
is not one of these circumstances: Few if any of several
plausible threats to the interpretation of study results
(history, maturation, selection, and statistical regres-
sion, for example) can be discounted by this design.

There must also, however, be other reasons for the
discrepancies between the claims of coaching schools
and the results of more rigorous analyses. Even our
analysis of simple change scores for coached students
does not agree with claims made by coaching schools:
We found far fewer large gains by coached students
than has been suggested in the advertisements of
coaching schools. We can only speculate on the reasons.
One plausible explanation is that coached examinees
who register large score increases are more likely to re-
spond to surveys by coaching schools than are exami-
nees who do not exhibit such large increases. This se-
lective reporting of outcomes is likely to be a significant
factor in the higher effect estimates given by coaching
companies. Based on survey data, our results are also
subject to nonresponse bias. However, we have no
strong reason to believe that nonresponse bias skewed
our estimates in the opposite direction.

The confidence we place in our estimates stems in
part from the more rigorous methods of data collection
and analysis that we have used. It also results from the
correspondence of our estimates with the results of sev-
eral previous meta-analyses of the effects of coaching
for an earlier version of the SAT (Messick and Junge-
blut, 1981; DerSimonian and Laird, 1983; Kulik,
Bangert-Drowns, and Kulik, 1984; Becker, 1990). Al-

though the test has changed, the revision is not, most
observers would probably agree, radically different
from its predecessor and, as suggested earlier, the puta-
tive result of the modifications is a less coachable test.
Thus, the earlier research still provides a basis for com-
parison that is at least somewhat relevant.

In particular, our results are extremely similar to
those obtained by Becker, whose analysis is arguably
the most comprehensive of the several available quanti-
tative summaries of coaching studies. Combining the re-
sults from a total of 48 separate studies, Becker con-
cluded that, on average, coaching increased SAT verbal
scores by about 9 points and SAT math scores by about
19—Iess if only the best designed studies are considered.
Our estimates (medians for all analyses and over all
programs) were 8 points for verbal scores and 18 for
math. In addition, the estimates computed here for the
two major commercial test preparation companies are
generally consistent with the results of studies that have
provided estimates for these companies (Powers, 1993,
Table 2).

To put the benefits of coaching into perspective, a
potential buyer might consider the following. The
largest effect that we noted in any of our analyses was
about 33 points for SAT | math for one of the coaching
programs. This effect is equivalent to about three or
four additional questions correct on the 60-question
math portion of the SAT I. Assuming that a coached
student attending a major program spends nearly 40
hours in classroom instruction and perhaps another
10-20 hours completing homework assignments (and
that approximately half of this time is devoted to the
math portion of the test), the benefit is approximately
one additional question correct for every eight or so
hours of effort. Making the same assumptions for the
verbal portion of the test and basing our calculations on
a 10-point effect, the result is about one additional
question correct on the 78-question verbal part of the
test for every 25-30 hours of effort.

In conclusion, given (a) DerSimonian and Laird’s ob-
servation (i.e., that studies employing rigorous designs
have yielded estimates that are only 20 to 25 percent as
large as those obtained with less defensible methods),
(b) the current assertions of major coaching companies,
(c) the results of earlier studies of the effects of coaching
for the SAT, and (d) the results of the analyses reported
here, our conclusions are that:

« Coaching companies’ current estimates of the ef-
fects of coaching for the SAT | are much too high;
and

« the revised SAT is no more coachable than its pre-
decessor.
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Appendix A

Heckman Selection Model

The Heckman selection model is a two-equation model.
The first equation attempts to model the selection
process, that is, here we are modeling coaching school
participation as

Zj = rwj + & (1)

where (1) is probit equation with w an unobserved
and/or incompletely specified vector representing ability
and motivation and z is an estimate of the probability of
being coached.

The second or structural equation is
Yi = BECX; + & Zj + €y )

where y = posttest score, and where x is a vector of in-
completely measured and typically incompletely speci-
fied covariates, many or all of which are shared with w.
z; is a “dummy” variable indicating whether an indi-
vidual is in the treatment or control group. The problem
here is that e, and e, are likely to be correlated since the
variables in w in (1) are either incompletely specified or
measured with error or both. If the variables in w only
partially measure initial true ability and/or motivation
and what is left out correlates positively with perfor-
mance on y (say coaching) gains then we can expect e,
and e, to be correlated. If students were assigned en-
tirely on the basis of the observed variable w and w was
included in X, then & would yield an unbiased estimate
of the coaching effect. Similarly, random assignment to
“z” status eliminates any bias in the estimate of the
coaching effect since r = 0 in (1) and the expected value
of the covariance of z and w will be 0. The other un-
likely situation that yields an unbiased estimate of the
coaching effect is if the conditional covariance of zw is
0 conditioning on x, i.e., (zw|x) = 0.

One way to look at the Heckman selection model is as
a special case of a truncated distribution. If those students
who self-select to go to coaching school are of initially
higher ability and/or motivation, then one can think of a
shift of their subpopulation mean to the right of the mean
of the total sample, i.e., coached and uncoached. Because
of the symmetry of the assumed normal distribution of
ability and motivation, the same argument applies if one
thinks of the uncoached sample as a subsample from the
total population who have suffered “creaming’ and thus
have a truncation in their upper tail.

To the extent that the cov (zw|x) #0 and “creaming”
takes place, the initial differences in ability and motiva-
tion will be attributed to the coaching effect. Greene’s
(1997) derivation of the treatment/control variation of
the Heckman selection model is based on the truncated
normal and is sketched out below.

If y and z have a bivariate normal distribution with
correlation p,, and we are interested in the marginal dis-
tribution of y given that z exceeds a particular value as-
suming that p,, > 0, then the truncation of z (creaming)
should push the distribution of y to the right. That is,
the joint density of y and z is

py.2z>a)= 2 3)
prob(z>a)
integrating z out of (3) Greene (1997) shows that

Elylz>al=u, + pa, A(a,) (4)

where a,=(a— uz)/ez and 4= g (a,)/[1-F(a,]) where
g =normal density and & =the normal cumulative dis-
tribution function. If the truncation is z<a, then
A(a,)=-¢(,)/T (a,). Lambda (d) is the so-called in-
verse mills ratio.

In the Heckman variation known as the treatment se-
lection model, the probit equation is used to estimate z*
not z in equation (1). That is z¥=rdw; +e,; where z* is
an imperfectly estimated probability of going to
coaching in the so-called selection equation. Then z=1
if z*>0, otherwise z=0 (no coaching).

E(yil z=1)=Batx;+ &+ E (e,] z=1)

o,
=dei+=f+paez|;(;wq 5)

=BX;+ &+ pery, A(yow)

where p=correlation (e; e,), and

~F(vow;)
E(y;|z=0)=B&; +pea,| """ 6
(yll ) i p e2|1_q:l(? i)} ( )

The expected difference in performance on y for the
coached and uncoached groups is

d
E(ilz=1)-E(yi|z=0)=é+p= :
(ilz=1)-E (]2=0) pe{@iﬂ_@)i

} @)



The quantity to the right in equation (7) will be in-
appropriately assigned to &, the coaching effect, if 4 is
not explicitly included in equation (2). If p>0 in equa-
tion (7) then one can assume some ““creaming” took
place. Conversely, if p=0, then the Heckman “treat-
ment” model should yield similar results to the stan-
dard ANCOVA model shown in equation (2). If p>0
then the errors are positively correlated and the
coaching effect is overestimated. Theoretically, the so-
lution then requires two steps. First, estimate equation
(1) using probit regression and obtain maximum likeli-
hood estimates of % and then compute 4 for the

coached 2 (v ow;) and for the uncoached A=M

B (v ow;) 1+d (vow;)
and insert 4 in equation (2) and perform ordinary least
squared (ols) regression. Unfortunately, due to colinear-
ities among the regressors, the ols estimates are not effi-
cient. Computer programs such as LIMDEP (1997) use
ols as starting values for a final maximum likelihood so-
lution. The regression weight ¢, associated with the
“dummy” z in the following equation, will give an un-
biased estimate of the treatment effect

yi:B(D(i"'l:"Zi"'m.-'Ji*'eg (8)
and
M=Pe, e, e,
and
. m2
pélezz @

Instrumental Variable Approach

A much simpler approach but not necessarily yielding
the same estimates is the 2SLS approach using & (+ow,)
as one of the instrumental variables in a 2SLS solution.
This will purge e, of its correlation with e, from the
probit equation. The regression coefficient (&) associ-
ated with z; in equation (2) will then give an unbiased
estimate of the treatment (coaching effect).

Propensity Analysis

Propensity analysis simply uses equation (1) to estimate z
and then uncoached students and coached students are
matched based on the similarity of their “z”” scores. The
assumption here is that the sample of uncoached students
is considerably larger than that of the coached students.
Propensity matching also assumes that self-selection can
be accurately modeled by the observed variables.



Appendix B

Estimates of Effects of Coaching
by Subgroups

TasLE B.1
Effects of Coaching (All Programs) by Gender
SAT | Verbal SAT | Math
Mean Standard Mean Standard
Analysis Model Gender n Coached Effect Error Effect Error
Comparison of raw changes F 239 9 4 16 4
M 167 7 5 20 4
Belson F 300 5 15 26 12
M 200 14 16 24 13
IVSM F 144 1 5 18
M 98 13 6 12 5
Table B.2
Effects of Coaching (All Programs) by Ethnicity
SAT | Verbal SAT | Math
Mean Standard Mean Standard
Analysis Model Ethnicity n Coached Effect Error Effect Error
Comparison of raw charges Asian 31 9 12 16 11
White 275 7 4 19 4
Other 81 5 6 14 7
Belson Asian 96 6 21 35 23
White 269 7 12 22 11
Other 91 10 17 19 20

Note: “Other” designates all underrepresented minority examinees (American Indian, African American, Mexican, Puerto Rican, and other His-
panic). Sample sizes were deemed too small to provide estimates using other models.

TaBLE B.3
Effects of Coaching (All Programs) by Initial Score Level
Initial SAT | Verbal SAT | Math
Score Mean Standard Mean Standard
Analysis Model Level n Effect Error n Effect Error
Comparison of raw changes <400 49 13 10 39 23 11
400-600 315 6 3 285 20
>600 34 20 10 54 6 7
Belson <400 49 28 26 39 41 29
400-600 319 10 14 299 30 12

>600 59 17 25 89 20 21




